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In the note are derived certain relationships characterizing the 
rendezvous problem of two linearly controlled motions. 

1. Let us consider two motions: a tracked motion z(t) described by 
the equation 

dz 
- = c (t) z + g (4 + d (0 u dt 

and a tracking motion y(t) described by the equation 

dy 
- = A (0 y + f (Q + b (4 u dt (1.2) 

Here y and z are n-dimensional vectors of phase coordinates yi and 
zi of the tracked objects; A(t) and C(t) are n x n matrices; b(t) and 

d(t) are n vectors of system parameters; f(t) and g(t) are R vectors of 
external disturbances; u and u are scalar control variables. ‘lhe func- 
tions A(t), C(t), b(t), d(t), f(t) and g(t) are defined for t SO. 

‘he optimal time tracking problem is considered in [l, p.250, 21. An 
evaluation of the tracking time for one such problem is given in [31. 
Below are given certain relationships which characterize the rendezvous 
problem of the motions (1.1) and (1.2), subject to typical limits on 
the control actions u(t) and v(t). 

We will formulate the time optimal rendezvous problem of the motions 

y(t), (1.2) and z(t), (1.1). 

Let us consider three types of restrictions on the control actions 

[4, p.6251 . 

1) Restriction on the action maximum 
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2) Restriction on the action “energy” 

co m 

s 
us (t) dr < ZP, VP (t) dt < M2 

‘0 
s 
t* 

3) nestriction on the action impulse 

(1.3) 

(1.4) 

00 00 

s Ih (t)l\<N 5 I dt 0) I < M ( dq (t) = u (t) dt 

df (t) = v (t) dt 1 (1.5) 
t. 1, 

flere t0 is the beginning of the control process, and the integrals 
(1.5) have the sense of full variations [S, p.1841 of the function q(t) 
and g(t) in the interval [t,, ml . T’I le c ass of permissible functions 1 

u(t) and v(t) (q(t) and c(t) in the case of (3)) are determined in each 
case by the character of the restrictions (1.3) to (1.5). In case of(l) 
the functions u(t) and u(t) are measureable [5, p.201, in case of (2) 

the functions u(t) and u(t) are determined by the integrable square for 
t0 < t < m ki, p.281, in case of (3) the functions q(t) and g(t) are de- 
termined by the bounded variation on the interval (ts, a~) [5, p.1841. 
In addition, we will restrict the sets of permissible control functions 

u(t) and u(t) and the corresponding motions y(t) and z(t) also by the 
following condition: in the case of (1) and (2), the functions u(t) and 
u(t) must be continuous on the right, and in the case (3) the motions 
y(t) and z( t) must also be continuous on the right. 

We will say that the control functions u(t) and u(t) are bounded by 
the restrictions (i), (j), meaning the restrictions (l), (2) and (3), 
and will write uE(i), uE(j) if the function u(t) is bounded by the 
restriction (i) (i = (l), (2), (3)), and the function u(t) is bounded 
by the restriction (j) (j = (l), (2), (3)). 

For the given initial conditions t = t,, Z 0, y(t,) = y” and z(t,) =z”, 
and for the selected control functions u(t) E (i), u(t)E(j)(t Z t,) the 
time t = t* is called the instant of interception [1,21, if y(t*) = 

z(t*) (t*>t,). If for some t = t* the motions y(t) and z(t) meet for 
the first time, i.e. if y(t*) = z(t*) but y(t) # z(t) for t,, 6 t < t*, 
then this instant t* will be called the first instant of interception 
and denoted as tl* [ tu, y”, z”, u, u, i, j] . With the introduced restric- 
tions on the class of permissible functions u(t) and u(t) there will 
exist a first instant of interception for any two fixed motions y(t) and 
z(t) (t >,t,) possessing at least one instant of interception t = t*. 

With the restrictions (1) to (3), the problem of [1,21 transforms 
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into the following problem. 

Problem f( if, (j)] , For given tu, y” and to, find optimal control 
functions u”(t) E (i) and v’(t) I, for which 

t,* it,,, 90, z”, u’, v”, (i) (i)l = max,, mh, ti [lo9 y’, 2”, *il vg (9, Ml (1-6) 

This formulation of the problem is less natural than the fOr!IhUlatiOn 

of the minimax control problems in the theory of dynamic programming 
[61. In the dynamic programming problems l the optimal control functions 

u and ~9 are sought usually in the form of the functions u = U[t, y, zl 
and Y = v[t, y, 21 and the control actions are determined consequently. 
at each instant of time t of the process from the realized quantities 
y(t) and z(t), i.e. 

u (t) = u it, y(t), z @)I, ZJ = v it* Y (9, z @)I 

At the same time it is assumed in the problems of dynamic programming 
that the strategy of z(t) (v(7) for T >t) is not known at time t in the 
control element y( tf , while the strategy of y(t) (u(t) for 7 >,t) is not 

known in the control element z(t). Such an assumption corresponds to a 
typical situation in the theory of games [71. In the problem I(i), (j)] 
it is assumed, however, that the control function v(t) for all t > t,, 
is communicated ahead into the element producing the control function 

a(t). In spite of this shortcoming the problem c(i), (j)] is apparently 
important for its own interest as well as an auxiliary link in other 
problems, 

2. ‘Ibe necessary conditions which must be satisfied by the optimal 
control functions u’(t) and YO( t) in the problem L(i), (ill for i = 1 
and j = 1 are in [1,21. Such conditions can be derived also for other 
problems l(i), (j)] , Here, however, such conditions are of little use 
for an effective solution of the problem. lbe bounds of the considered 
problems are therefore of interest as well as the consideration of other 
problems of combining the motions y(t) and z(t). ‘Ibe latter is important 
also because in the wide class of cases the problem (i, j) can have no 
solution (see below). Sufficiently accurate evaluation of the quantity 

tl*trO, y”, to, u”, v”, (i), (j)l, even if it exists, is apparently very 
difficult. Therefore, we will consider in the following another quantity 

l Tracking problems, optimal with respect to the instant of rendezvous. 
where investigated by 1u.M. Repin from the position of the theory of 
dynamic programming at the seminar on differential equations in 
Sverdlovsk in 1957. Some problems of tracking of analogous type were 
considered in the author’s report at the IVth All-Union mathematics 
conference (conference program p. 68). 
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T which bounds the quantity tl* from above. 

Definition 2.2. Let there be given initial conditions to, y”, z” and 
the restrictions u E(i), v E(j). Ihe time t = T >t, will be called 
the instant of absorbing of the z(t) (1.1) process by the y(t) process 
(1.2), if for any control function v(t) E (j) there is a u(t) E(i) for 
this u(t) such that the control functions u(t) and v(t) realize the 
interception of motions of yf t) and z(t) at time t = T. If there exists 
the smallest T, it will be called the first instant of absorption of the 
process z(t) by the process y(t). The first instant of absorption will 
be denoted by T,[t,, y”, to, (i), (j)]. 

It is this type of quantities T that are evaluated in E31 by the dis- 

turbance acc~lation theory for the problem t(l), (I)] in the case of 
the second order systems (1.1) and (1.2). 

Let us investigate the relation between the quantities T, and tl*. If 
there exists a certain instant of absorption T then, apparently, the in- 
equality 

is valid. 

Consequently, if there exists an optimal control function u” and v” 

for which 

t,* ito, y", go, u”, v”, (i), (j)] = maxo mhu tl* (to, y”, Z”, 4 v, (9. (iI1 (24 

and if there exists the first instant of absorption T,, then 

t,* kj, y”, z”, a*, p”, (i), @I < T, It,, y” z”, (0, (i)l (2.3) 

If there exists at least one T, then the existence of T1 is provable 
for sufficiently general assumptions. (See p.320 below). The existence 

of max min tl* even for the condition of bounded sup inf t,* ia, on the 

contrary, not provable in even such a general case. This represents the 

essential difference of the problem E(i), (j)] from the analogous prob- 

lems on the optimal with respect to the speed of response controls 143 

where from the existence of at least one permissible control function 

u(t) bringing the motion x(t) into a given point, there follows the 

existence of the optimal control function u”(t). we also note that. 

generally speaking, the existence of even one instant of absorption T, 

does not follow from the existence of the optimal control functions aoft). 

vO(t). 

The following material of the article investigates the rendezvous of 
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the motions z(t) and y(t) at tire instant of absorption Tof the prwess 
rft) by the process y(t). 

3. Let US derive the bounds characterizing the instant of absorption 

T of the process z(t) by y(t). Let cp(t) h e a function defined for ta < 

t<-r. Let us denote 

Jjq (t), t,, z, (3) [I * = 5 I dT (4 I (3 -5) 
(0 

In each of the conditions (3.1) to (3.5) the class of functions cpft) 

is assumed such that the corresponding norm /I q(f), tO, T, (i) 11 or 

11 p(t), t09 1, (i) 11' is meaningful. 

It is known that for each (i) fi = (l), (31, (3)) the quantities. 

II gr(t), t*, f, (i) II and 11 q(t), to, T, (i) II* d f’ e ine a metric in stan- 
dard functional spaces (L, L2 and C respectively) and the norms of their 

linear functionals CS, p.lhSi. The restrictions (1.3) to (1.5) in the 

notation of (3.2), f3.3), (3.5) are of the form 

We will use the symbols F"'[t,, tl and FC2'[~.,, t3, respectively 

for the fundamental matrix of solutions of equations 

dz! dt = c (t) 2, dg I dt = A (t) y 

and the symbols (F'k)ft,, tf)-' for the inverse matrices of Fk'. It is 
assumed that Ff*' Et,, $,I = E the unit matrix. By [71k will be denoted 

the kth component of the vector q, 

Let us evaluate the regions S(l) [t,, T, z", (j)l consisting of those 

points t into which one can reduce the motion t(t) at time t = T ori&- 
nating from the point tft,) = z" by a choice of the control function 

v(t) E(j). We will write down the solution of equation (1.1) according 

to the Cauchy formula [8, p.1721 as 
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2 (T) = F(l) [to, T1 2” -I- {F(l) 1to, TI (F”’ [to, tl)-’ (g (t) + d(t) u(t)} dt (3.8) 
1. 

or in the coordinates we obtain the equalities 

ck [to, T] = i h,$l) [to ,T, t] V (t) dt (k=l,...,n) (3.9) 
JO 

where 
(3.10) 

ck [to, Tl = zk (T) - [F(l) [to, Tl z” + i F(l) [to, Tl (F(l) [to, t])-l g (t) dtlk 

hK(l) [to, T, tl = [F”’ [to, ii (F(l) [t,,, tl)-’ d (t)lk (3.11) 

7he set of values c = {c,) f 0 for which the equations (3.9) are 
solvable with respect to the functions u(t) (5 (j) is defined by the con- 
dition [4I 

where 

@(l) I&,, T, c, (j)l > $- (3.12) 

Q)(l) [t T c (]]I = 0, t I rnhjM(') It,,, T, 11, to, T, (j)II for LXC= I (3.13) 

‘lhe symbol A x q denotes here the scalar product of the vectors A and 
q. Also, the equat.ions (3.9) are solvable for ck = 0 (k = 1, . . . . n). 

‘Ihus, the region SC ‘) consists of such points z for which either 
c = 0 or c f 0 and the condition (3.12) is fulfilled, with the coordi- 
nates z& and c& being connected by the relation (3.10) for zk = z,(T). 
‘lkis set S(l) will be bounded, closed and convex [91. 

One can also conclude from the condition (3.12) that the boundary of 
the region S(l) [t,, T, z”, (j)3 varies continuously for continuous vari- 
ation in to, T and z”. 

If T is the instant of absorption, then for any control function 

v*(t) E (j) one can indicate a function u*(t) E (i) such that for the 
corresponding motions the equality y*(T) = z*(T) is valid. 

Consequently, the region S(l) must be within the region S(*’ [t,, T, 
y”, (ill each point of which is accessible by the motion y(t) at t = T 
originating from the point y(t,) = y” for the control functions 
u(t) E(i). 

‘Ihe region S’*’ is defined analogously to the region S”’ by the 
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condition 

either a=0 or (I+*) l&J, T, Q, (91 > -$- (a=+O) (3.14) 

where 

da) [to, T, a, (iI1 = mhl[I h~h’~’ lto, T, tl, to, T, (i)II for x x a = i (3.15) 

moreover 
(3.16) 

uk [to, T 1 = zk - (F@’ [t,, tD-’ f (t) dtlk 

tl)-‘b(t)1 k (3.17) 

Consequently, t = T is the absorption instant if and only if, the 

condition 

min,@ [to, T, a, (i)] >$ (a # 0) (3.18) 

is fulfilled (the case when S(l) = S’*’ is the point, is not interest- 

ing) for 

U+l) I&,, T, c, (III> $ (c #0) (and for c =0) 

where the vectors a and c are connected by the relation 

u= c + F(l) [to, Tl z” + 1 F(l) [to: T I (F"' It,, t])-'g (t) d: - 
1. 

T 

- F'*) [to, T] go - s F(“) It 0, Tl (I+“) [t 01 r])-l f (t) dt (3.19) 
t. 

In view of the convexity of the regions S”’ and S(*), it is suffi- 

cient to seek the minimum of (3.18) under the condition 

Ui+“[t T c (j)l =L 0, 9 t M 
(c#O) (and for c -0) (3.20) 

‘Ihe solution of problem (3.18) is in the general case quite difficult. 

We note in conclusion that the quantit’ies qci)(t) = A x h’ i) [t,,T, tl 
have also the following meaning here: 9 “‘(t) is the scalar [ll product 
of the vector d(t) by the vector-solution v (l)(t) of the equation 

dy 
/dt = - C*(t)y, satisfying the initial conditions ~~“(7’) = A, while 

9 *‘(t) is the scalar p roduct of the vector b(t) by the vector-solution 
(y(*)(t) of the equation dy/dt = - A*(t)y, satisfying the condition 

ry’2’(T) = A. ill e star (*) denotes transposition. 
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4. Let us consider the question of determining the first absorption 

instant T, of process z(t) by the process y(t). We will assume that the 

motion y(t) will be controlled [lo, 11, p-2221 on each segment tO,<t<~ 

(T > t,). For this it is sufficient that the vectors 

L,@) (t) = b (t), 
dL,‘“’ 

L$ (t) = dt- - A (t) Lpy (t) 

(k = 1, . ( n - 1) (4.4) 

be linearly independent for t = t,,. 

In this case the first instant of absorption T, is defined as the 

smallest root of the kquation (for i 9 3, j f 3) 

min a(‘) [L,, T, a, (i)] = $ 

for (D(l) Ito, T, c, (i)] = .$. (c#oj (and for c = 0) (4.2) 

which exists if there exists at least one instant of absorption T. 

Indeed, T, is the smallest number among T satisfying the condition 

rnin,@) It,, T, U, (i)] > +, for cl+‘) It,,, T, C, (j)] =A 

(4.3) 
(c # O)(and for c = 0) 

If t = T is some instant of absorption then for this T the condition 

(4.3) is fulfilled. On the other hand, for y” + z” and for T - t,, the 

set (4.3) tends to a point c = 0 and, consequently, the quantity 

mina (D(*) [t,, T, a, (;)I tends to zero since the segment (t,, ‘I’) tends 

to a point while the vector a = z” - y” + c + O[T - t,] remains finite 

and non-zero. Now, in order to prove the existence of the smallest root 

of equation (4.2) it is sufficient to note that the quantity min, ($2’ 

for Q(l) = l/J! varies continuously with T. ‘Ihe latter condition is ful- 

filled since under the conditions of control the quantity Of2’ depends 

continuously on T and a, while the set (4.3)) as noted previously, de- 

forms continuously with T, and the vectors c and a are connected by a 

relationship continuous in T. 

If the condition for controllability of. y(t) is not fulfilled, then 

at the first absorption instant T,, the strict inequality (4.3) rather 

tllan (4.2) may be fulfilled, since at2)can be discontinuous in a. 

lhs, the instant T, can in a number of cases be determined from the 

equation (4.1). ‘Ille practical solution of this equation is quite diffi- 
cult. One can utilize the method of introducing tlie parameter 6, into 

tile problem as it is described in r/r1 f or the problem of optimal control 
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with respect to the speed of response. However, such an approach can be 

complicated by bifurcation points, the absence of which cannot be 
established in advance. 

5. Let us consider the case of restrictions L(2), (2)1 when the com- 
putation of the quantity mina 0t2) for 0(l) = l/M is least complicated. 
We will assume, for simplicity, that not only the motion y(t) but also 
the motion z(t) is controlled. For this it is sufficient that along with 
the vectors L, ( 2, (4.1) , the vectors 

Lk(l)(tJ /L,(l) (t)=d (1), Lk$ (t)=dL,“‘Mt - c (t) Lp(t) (k=i,...,n) 

also be linearly independent. 

In place of 0(l) and oC2) it is convenient here to consider the 

quantities 

a(i) [to, T, ql = (@’ [to, T, q, (2)1)-2 (5.1) 
(i = 1,2; q = a for i = 2, q = c for i = 1) 

fien the conditions (4.3), which are fulfilled at each instant of 
time T, are transformed into conditions 

maxa a(s) It,, T, al < N2 for a(l) [to, T, cl = Me (5.2) 

Quantities (x( i) are quadratic forms of the quantities c and a ., 
respectively, for i = 1 and i = 2. Since the vectors {a.) land {c .I’ are 
connected with the vector (zj) by the linear relations 13.10) an& (3.16), 
the problem (5.2) is reduced to the problem 

max, a@) = max, {iil Pi:‘) (to, T) sizj + i pi(‘) (to, T) si + p(‘) (toy 7’)) (5.3) 
i=l 

for 

CL(‘) = i pi;‘) (to, T) zizj + i pi(‘) (to, T) Zi + p(l) (to, T) = Ma (5.4) 
i. 1-1 i-1 

where ZC\.!k’ ZiZj (k = 1, 2) are positive definite forms. The coeffi- 

cient ,.!‘j, Pick) 
‘I 

and pck) are computed as follows: 

0~~~) = i; p$)qiqj = i (i pi(k%i’k) [to, T, t])“dt 
i, j-1 to i=l 

(; z ,” ;;f “k 1 f) (5.5) 

where {p .(k)) is the solution of the system of equations [lOI 1 
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f 

(5.6) 

qr j hi’“dt 
t. 

(5.7) 

The forms (5.3) and (5.4) are obtained after the substitution of ex- 
pressions (3.10) and (3.16) for c and a into the form (5.5). The solu- 
tion of the problem (5.3) and (5.4) is not difficult in principle. How- 
ever, the solution of this problem is more convenient not in the vari- 
ables zi but in certain variables hi connected with zi by linear rela- 
tionships. 

Let us consider the expression (5.3). Here z . are the coordinates of 
the point z(T) into which can be reduced the mokon z(t) at time t = T 

by the control function v(t) E (j). Since the point z(T) lies on the 
surface of’) = A#*, i.e. on the boundary of the region a fl)\(!P of 
accessibility, then the control function u(t) 
on the sector t,<t\<T is optimal in the 
sense that it minimizes the quantity 

T 

cp = 1 vp (t) dt 
2. 

for the given boundary conditions z(t,) and 
z(T). But the optimal control v*(t) is here of the form JlO,ll~ 

v” it) = i hihi”’ Jt,, T, 11 (5.9) 
i=l 

Substituting v = v* according to (5.9) into (5.8) and (3.8) and sub- 
stituting the then obtained expression (3.8) into (S-3), we obtain the 
problem for the maximum of the quadratic function of Ai 

maxk u IT, h,, . . ., hn] = ? (5.10) 

for 

cp I&, f - -7 h,, 3’1 = j (&hi(‘))’ dt = MB (5.0) 
t. 

6. Let us consider the problem of constructing the control function 
u which would be chosen during the process on the basis of information 
on the realized values of z(t) and y(t) and which would effect the 
rendezvous of the motions y(t) and z(t), and moreover U(T) for T > t 
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would be unknown in the control element of y(t) at each instant of time 

t >, to. ‘Ihe control function u should be constructed such that for the 

realization u(t)E(j) there would result the realizations u(t) E (i). 

We will limit ourselves to the simplest case of i = (2), j = (3) for 

II = 2. We assume that the motion y(t) is controlled on each segment 

[t,, t,l+ tl < t*. For this it is sufficient that the vectors Li*‘( t) 
(k = 1, 2) (4.1) be linearly independent for all t > t,, except, perhaps, 

for separate and isolated values of t. 

Let there exist at least one instant t = T> t,, of absorption of the 

process z(t) by y(t) and, consequently, there exists the first instant 

of absorption t = T,( t,) determined from the conditions (4.2). ,2t the 

instant t = T,, in accordance with the results of Sections 4 and 5, the 

following situation occurs. ‘Ihe set of points z on the surface zl, z2 

into which one can reduce the motion z(t) at the t = T, subject to the 

restriction v(t) E (2) is an ellipse S(“(t,, T1): a(l) ,<I!!* (Fig. 1) if 

the motion z(t) is controlled on the sepent to <t <T,, or this is a 

set of segments S”‘(t,, T,) (Fig. 2) (or even a point) if the motion 

z(t) is not controlled for t,, <<<TT,. 

‘Ihe set S’*‘(t,, T1) of points z into which one can reduce the motion 

y(t) at time t = T, subject to the restriction u(t) E(2) is an ellipse 

a(*) <N* (Figs. 1, 2). The case when SC i’( to, T,) is a point is not 

interestin 

the set S’ P 
and will not be considered. ‘Ihe set S(‘)( to, Tl lies within 

‘(t,, f,) and their boundaries touch at the point 
1 

where 

the maximum of (5.4) results. For all t = T, T < T, the set S “(to, T) 
no longer lies entirely within S’*‘(t,, T). 

Let us assume that the following condition is fulfilled. 

Condition Q[t,, T,I. ‘he boundaries of S(*‘(t,, T1) and S’*‘(t,, T1) 

hahaT(nly one comnon point y1 and the curvature of the boundary of 
O, T,) at the point y 1s smaller than the curvature of the bound- 

ary of S(‘)(t,, T1) at this point. 

‘Ihe latter requirement of the condition Q[t,, T,I is always fulfilled 

if the motion z(t) is uncontrolled for 

<-> qQ<TT,. 

Let us select a control function u(t)= 
(2) for t,, < t .<T, such that the motion 

y(t) be reducible by it into a point y, 

Ihis control function u(t) is of the form 

[lOI 

Ihl, T,, 11 
i-1 Fig. 2. 
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where {pi (k)) is the solution of the system of equations (5.6) for 

T = T,, and moreover the quantities ai and h.(*) are defined by the Z 
equalities (3.16) and (3.17) f or T = T, and zi equal to the coordinates 

of the point y. 

Let on a certain segment t0 < t,< 6( to) < T, the control function 

u*(t) coincide with the control function u(t) indicated in the previous 

paragraph, and let the control function v*(t) coincide on this segment 

with some control function u(t) E (2). Let y*(e) and z*(e) be those 

points into which are reduced the motions y(t) and z(t) by the control 

functions u*(t) and v*(t) at the time t =+(t,). We will consider the 

control of y(t) and z(t) originating from the points y*(6) and z*(e) for 

t> 6, subject to the restrictions 

T ) -r&2 (t dt <iv2-\ [u* (t)Pdt = N2 (6) 
8 to 

(6.1) 

cm 

5 z? (t) dt < M2 - \ iv* (t)l” dt = hI2 (6) 
8 1. 

(6.2) 

Let us denote by S ( ’ ) [6 T,I the region on the surface z 1, , z2 acces- 

sible by the motion z(t) originating from the point z*(e) under the con- 

trol function v(t) subject to the restriction (6.2). Let S(*) [6, T,I de- 

note the region accessible by the motion y(t) originating from the point 

y*(6) under the control function u(t) restricted by the condition (6.1). 

The regions S(l) [fi, T,I and S(*) [ti, T,I lie within the regions SC’) [t,, 
T,I and S’*‘[t,, T,I . 

The region S(*) [ti, T,] p asses through the point y and, consequently, 

the boundary of the re ion S (*I [6, T,I touches at this point the bound- 

aries of the re f 

quantities p.!* Q 
ion S’ ) [t T,I . Under continuous variation of 6 the 

a(*) (5.5), Xl 

(6, T,), fiyi2’(fk, T,), p’*‘(6, T), which define the form 

ange continuously and therefore the curvature of the 

ellipse CX(*) = N*, which bounds S(*), changes at the point y continu- 

ously with variation of 6. T3ut then it follows from the condition 

c2CQ), T,] that it is possible to choose such a small sepent of time 

[t,, @*(to)], IY* > t,, that in choosing the control function u = u*(t) 

and any control function u(t) C (2) on this segment, the region I?(‘) [6”, 

T,I will be contained inside the region S(*) [6*, T,I . Consequently, for 

the rendezvous problem of the motions y(t) and z(t) subject to the re- 

striction (2) (6*) originating from the points y*(6*) and Z* (6*), the 
time t = T, will be the instant of absorption of the process z(t) by 

the process y(t) (t> 6*). Consequently, for this problem there will also 

exist the first instant of absorption 
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T, IS*, y* (a*), z* (6*), (2) @*I, (2) @*)I \(. T, bar y“, z”, (2), (2)1 

Let us assume that for the instants 6*, T, c@*, y*, z*, (2) (6*), 

(2) (@*)I = T,* th e condition Q[P, T,*I (p.374) is again fulfilled. 

‘Ihen, one can utilize the same construction for the segment [6*, ~~‘1 
as above for the segment [t,, T,I . Denoting 6* = tl, the control func- 

tion u*(t) can then be constructed on some segment tl < t < t%. If at 

the time tq the condition Q still holds then the construction of u*(t) 

can be continued analogously for t2 < t < t3 etc. ‘l’he indicated process 

can be continued in the direction of increasing tk(k = 0, 1, . ..) as 

long as the condition Q holds at each step of the process. 

At the same time, there will correspond to the sequence tk a nonin- 

creasing sequence of the first instants of absorption T,[tkl. Let US 
assume that at each step as long as T1 [tkl - tk > 6 > 0, the CUrVatUre 

“tlf,t~~lY~‘,~~~~~r~~~l~~ t 
(‘) [t,, T,[t,ll will exceed the curvature of 

k, T,[t,ll by a constant ~(8) > 0. 

‘Ihen the sequences tk and Tl[tkl for k - 0~ will possess a certain 

common bound T to which the sequence t k tends from below, and T[tkl from 
above. In this case the control function u(t), coinciding with the con- 

trol function u*(t) for each t E [tk, tk+ll, and constructed as was 

shown above will, apparently, reduce the motion y(t) to the motion z(t) 

at time t = T, no matter how the control function v(t) E (2) is chosen 
on each segment tk< t < tk+l. Here, one can also investigate the limit 

transition tk+l - tkj but this is difficult. 

Thus, if the condition Q holds at each step tk of the tracking pro- 

cess, then it is possible to construct the control function u(t) which 

ensures the rendezvous of the motions y(t) and z(t). If, however, at 

some step t k or for tk + t* < T,[ t*l the condition (2 is violated, then 

the construction of u(t) ensuring the rendezvous of the motions y(t) and 

z(t), subject to the condition that at time t the choice of v(t) is un- 

known, may be impossible. 

More correctly, it is possible to give an example when there is an 

instant of absorption of the process z(t) by the process y(t), however, 

it is not possible to give such a rule for choosing the control function 

u(t) = U[t, y, z, N, Ad continuous at the point t,, at right, which would 
ensure the rendezvous of the motions y(t), z(t) if at the time t = to 
tile function v(t,) is unknown in the control element of the motion y(t). 

Note 6.1. In satisfying the conditions of the type Q[t ~~1 and for 

t1 
I=?- 8’ 

1, one can pass from the solution II = “O(t), tr = v (t) of the 

problem [Cl), (l)] also to the solution u = U[t, y, 21, v = v[t, y, zl 
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of the corresponding tracking problem within the aspect of the theory of 

dynamic programming (see beginning of Section 6) by analogous means con- 

sidered above for the problem r(2), (2)1. This however, results in diffi- 

culties for the required limiting process tk+l - tk. 

Note 6.2. The considerations given in the article above are, naturally, 

generalized for the case when in the equations (1.1) and (1,2) v and u 

are nonscalars but r-vectors, (while d(t) and b(t) are respectively nxr 

matrices) and when the rendezvous of y(t) and z(t) is required only on a 

section of the coordinates. We thus obtain, for example, from purely geo- 

metrical considerations, that the instant tl* = T,(te = 0) for inter- 

section of the motions of the material points with masses R ( 1) and a(‘) 

dZi 
dt = 'i+3t 

dzi+s _ 1 dy 
7 - - ‘i9 Jf = Yi+s, 

dYi+, _ I 
m(l) 

7 - - ‘i 
,w 

(i = 1. 2.3) 

under the condition yi(tl*) = Zi(tl+) (i = 1, 2. 3) and subject to the 

restriction 

is determined from the equation 

Moreover, the optimal efforts u”(ul, u2, ~3) and v’(vl, v2, u3) must 

at each instant of tracking be directed parallel to each other. The 

latter result was first established by 1u.M. Repin. 

BIBLIOGRAPHY 

1. Pontriagin, L. S., Boltianskii, V. G., Gamkrelidze, R. V. and Mishchenko, 

E. F., Lfatematicheskaia teoriia optimal’nykh protsessov (Mathematical 

Theory of Optimal Processes). Fizmatgiz, 1961. 

2. Kelendzheridze, D.L., K teorii optimal’nogo presledovaniia (On the 

theory of optimal tracking). Dokl. Akad. Nauk SSSR Vol. 138. No.3. 

1961. 

3. Gnoenskii, L. S., K zadache presledovaniia (On the tracking problem). 

f&M Vol. 26, No. 5. 1962. 

4. Krasovskii, N.N., K teorii optimal’nogo regulirovaniia (On the theory 

of optimal control). PAW Vol. 23, NO. 3, 1959. 



On a problem of tracking 377 

5. Liusternik, L.A. and Sobolev, V.I., Elementy funktzional ‘nogo ono- 

lizo (Elements of Functional Analysis). Gostekhizdat, 1954. 

6. Bellman. R., Dinomicheskoe programnirouanie (Translation of Dynamic 

Programming). IL, 1960. 

7. Rinsi, Dzh. Mak., Vvedenie v teoriiu igr (Introduction to Cone 

Theory). Fizmatgiz, 1960. 

6. Nemytzkii, V.V. and Stepanov, V.V., Kachestvennaia teoriia diffe- 

rentzial’nykh uravnenii (Qualitative Theory of Differential Rqua- 
tions). 2nd edition. Gostekhizdat, 1949. 

9. Akhiezer, N. and Krein, M., 0 nekotorykh voprosakh teorii momentov 

(On some questions of the theory of moments). GONTI-NTVU Article 
4. P. 171, 1938. 

10. Kalman, BE., New methods and results in linear prediction and 
filtering theory. REAS, Technical Report, January, 1961. 

11. Krasovskii, N.N., Ob odnoi zadache presledovaniia (On a problem of 
tracking). PM Vol. 26, No. 2, 1962. 

Translated by V.C. 


